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1. Orthogonale Projektion

Projektion auf xy-Ebene (R*): A,, =

o O =
R ]
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Projektion auf Vektor @ (R*): Ap = Waé'l = ﬁg aza, a
aTa‘,“ a?fa“‘

2. Spiegelung

1 0
0 -1

1 0 0
An xy-Ebene (R*): Ag, = |0 1 0
0 0 -1

An x-Achse (R?): Ag, = (

0 -1
An Gerade az + by = 0 (R?, Normalenvektor 7 = (a,b)):

A v (1712 — 2a? —2ab
9= I=l® —2ab ||72]|% — 262 ) —

((:f)s(‘Z(p) 8111(250) ) (wenn ¢ Winkel zw. x-Achse & Gerade)
sin(2¢)  —cos(2yp)
An Gerade az + by + cz = 0 (R*, Normalenvektor 7 = (a,b, c)):
17]|? — 2a? —2ab —2ac
Ay = ”T—Llng —2ab 7| — 2b —2be
—2ac —2bc ||7i]|? — 2¢2

Am Urpramg 8 asy — (1 ©)

3. Streckung (R?)

Lings y-Achse (Faktor k): A, = ({1} 2)

4. Scherung (R?)

Lings y-Achse (Faktor k): A,g = (i ?)

5. Drehung

sin(p)  cos(

0 0

cos(yp) —sin(e)

sin(p)  cos(yp)
)

cos cp 0 sin(y)
1 0
—sin cp (o‘;(ap)

(os fqm ) 0
Raum (R?, um z-Achse, Winkel ¢): A, , = | sin(p cos( 0

Ebene (R2, Winkel ¢): A, = (CPS(@) —smg; )
1
0
0

Raum (R*, um x-Achse, Winkel ¢): A, = (
Raum (R®, um y-Achse, Winkel ¢): A, , = (
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Basistransformationsmatrix

Alte Basis B = (gl e gn) neue Basis C = (¢} ...3,)
Bestimme Pg_,¢ durch Umformen der erweiterten Matrix:

Gauss-Jordan
(C[B) ———— (In| Ps~sc)
Spezialfall Standardbasis £:

e Pr,e=1H

e Prg=B"

wenn A erste Transformation, B zweite Transformation:

B x A = kombination der transformationen




Potenzieren (Satz von de Moivre)

Eine komplexe Zahl z = r - ¢*¥, wobei der Winkel ¢ in
Grad gegeben ist, wird potenziert, indem man den Be-
trag potenziert und das Argument mit dem Exponenten
multipliziert.

Eulersche Form:

S — (1,_ . eigo)'n. — . ez‘nzp

Wurzelziehen

Eine komplexe Zahl z = r- ¢ hat genau n verschiedene
n-te Wurzeln. Die Formel fiir die Wurzeln w;, lautet:

n k-360°
g = % ez(+ n’«len )

Dabei ist k eine ganze Zahl von 0 bis n — 1. Die
Wurzeln liegen geometrisch auf einem Kreis mit dem
Radius {/r und bilden die Ecken eines regelmissigen n-
Ecks.
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Matrix-Rekonstruktion aus Eigenwerten & -vektoren

Ziel: Finde die Matrix A aus ihren Eigenwerten (J;) und
Eigenvektoren (7).

Grundformel: A= PDP!

1. Matrizen P und D aufstellen:

Theorie: P enthéilt die Eigenvektoren als Spalten, D
die Eigenwerte auf der Diagonalen.

Beispiel: Fiir A} = 1,7 = (;) und A; = —1,75 = (l) ist:

1
11 10
Pelar) oY)

2. Inverse P! berechnen:
Theorie: Die Inverse der Matrix P bestimmen.

Beispiel: Fiir obiges P ist die Inverse:

(-1 1
(3

3. Matrix A berechnen:

Theorie: Die Matrizen in der Reihenfolge P - D - P!
multiplizieren.

Beispiel:

N [ R




Die folgenden Aussagen sind aquivalent:
det(A) # 0.
<» Die Spaltenvektoren von A sind linear unabhangig.
<» Die Zeilenvektoren von A sind linear unabhéingig.
«» Der Rang von A ist gleich n: rang(A) = n.

<» Die Matrix A ist invertierbar.

¢» Das System A% = b hat eine eindeutige Lésung: ¥ — A~ 1b.

Die folgenden Aussagen sind aquivalent:
det(A) — 0.

<» Die Spaltenvektoren von A sind linear abhangig.
<» Die Zeilenvektoren von A sind linear abhangig.
<» Der Rang von A ist kleiner als n: rang(A) < n.
<> Die Matrix A ist singular.

45 Das LGS A% — b hat keine eindeutige Lésung.
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